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Abstract— In manufacturing, minimizing operational delays
is crucial for efficiency and resilience. Therefore, efficiently
handling contingencies is essential in human-robot teams work-
ing on assembly (i.e., collaborative assembly) applications. This
paper introduces a novel approach to generating contingency
handling procedures by leveraging recent advances in Large
Language Models (LMMs). Our approach uses LLMs to update
the required tasks in hierarchical task networks (HTNs) to han-
dle contingencies. The results demonstrate that our approach
can handle various contingencies in assembly applications and
minimize the impact on the assembly completion time.

I. INTRODUCTION

There is a significant interest in automating assembly opera-
tions to improve human productivity and reduce the need for
humans to perform ergonomically challenging tasks. Many
assembly operations are complex and, therefore, cannot be
completely automated. Humans and robots have comple-
mentary strengths. One solution to improve automation on
assembly tasks is to deploy human and robot teams. Humans
can work on tasks that require a high level of dexterity, and
robots can perform routine tasks.

Recently, several advances have been made in robotic
manipulators that make them safer for humans. These ad-
vances are enabling the development of collaborative work
cells, where humans and robots can work in close proximity.
Such collaborative cells are gaining popularity for assembly
applications.

Hierarchical Task Networks (HTN) can be used to rep-
resent complex plans. Mixed Integer Linear Programming
(MILPs) can be used to generate the optimal task sequencing
and allocations for multi-agent teams using the information
available in HTNs. In mass-production applications, robots
are currently utilized for simple assembly tasks. Extensive
testing and custom fixtures are used to reduce the uncer-
tainty to the maximum possible extent and eliminate the
possibility of task execution failures. Unfortunately, these
strategies cannot be utilized in high-mix applications where
assemblies change frequently. Contingency situations created
by task execution failures occur more frequently in high-mix
manufacturing because of the high variability in the tasks
carried out in such applications. Figure 1 shows an example
of a contingency where a screw-driving operation has failed
and will require an intervention.

Addressing contingencies requires adjusting HTNs by
altering tasks and changing available resources. Once these
modifications are done, a new task allocation and schedule
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Fig. 1: Example of an ATV assembly cell. The image depicts a
contingency scenario where the screwing operation fails due to a
jammed screw.

can be generated. Only relying on humans to identify and
handle tasks and adjusting HTNs may lead to long delays in
the makespan for the tasks for the following reasons. Firstly,
human experts are not always available for intervention
within the cell. Having a human constantly idle, waiting for
contingencies, is an inefficient use of resources. Furthermore,
expecting every available human to possess the expertise to
modify the HTN may not be realistic. Hence, it is important
to reduce the amount of expertise needed for humans and
automate handling contingencies that are commonly encoun-
tered in manufacturing so that only a limited number of
contingencies will require human intervention.

In this paper, we focus on both efficiency and autonomy
when addressing contingencies within multi-agent manufac-
turing assembly cells. Our key contributions are threefold: 1)
introduce a formulation of contingency handling procedures
that refines tasks and update the HTN to recover from contin-
gencies, 2) use a Large Language Model (LLM) to generate
procedures for handling contingencies that are similar to
contingencies seen before, and 3) use LLM to convert human
expert directives into contingency handling procedures.

II. RELATED WORKS

Contingency-Aware Task Planning Extensive literature ex-
ists on optimal task planning for multi-robot cells [1]–[4].
These approaches generally solve the task planning problem
using methods like heuristic search [5]–[9], hierarchical
task planning [10]–[12], mixed integer programs [13]–[17],
genetic algorithms [18], and auction-based methods [19],
[20] to find optimal task allocations. Recently, mixed integer
linear program formulations have been used for manufac-
turing domains due to the availability of powerful open-
source solvers [15], motivating our work to take advantage
of these new methods. New advances in machine learning



techniques further speed up these approaches, making them
strong candidates for optimizing assembly makespan [21].
However, the aforementioned methods require significant
engineering and implementation of domain knowledge.

Uncertainty in the robots, tasks, and environment [22],
[23], especially in high-mix, low-volume manufacturing
applications [24], [25], can lead to failures/contingencies.
If these contingencies can be modeled, then they can be
proactively managed [26]–[30]. This area of research is
being investigated by the multi-agent task allocation [31],
stochastic programming [32], and multi-agent reinforcement
community [33]. Contingencies that cannot be modeled and
predicted require reactive contingency management or failure
recovery. This is a new field of research in both low-level
task execution correction and high-level plan repair [34],
[35]. High-level plan repair is particularly difficult to address
due to the need for the robot to understand and reason over
how to address the failure. This has spurred research into
developing an ontology for failure representation in man-
ufacturing environments and utilizing semantic information
behind robot task failures [36], [37].
LLM Based Planning Recent advancements in LLM have
fostered a significant interest in the robotics community
[38], [39]. Its application for solving planning problems has
proven to be useful. However, one of the major challenges
is prompting the LLM to yield the desired task plan, a topic
that has garnered significant attention across various domains
[40]–[46]. A key focus area has been the reasoning and
abstraction of high-level tasks into sub-tasks. [47]–[54].

Using LLM in isolation presents difficulties when direct-
ing the generated tasks to agents. Despite refined prompting
techniques, the generated tasks may be infeasible. This chal-
lenge has led to investigations into the significance of envi-
ronment feedback and awareness for failure-aware planning,
as highlighted by [52]. As a result, numerous researchers
have integrated LLM with diverse approaches. One notable
method involves language-conditioned reinforcement learn-
ing, which aims to bifurcate skill learning from language
grounding through an intermediary semantic representation,
as discussed by [55].

Additionally, with success in generating code with LLMs
[56], many works explore utilizing LLM for generating code
tailored for agent task execution. For instance, [52], [54]
employs APIs to yield a series of actions for routine tasks
within a virtual home environment. Close to our work is
[57], which harnesses the hierarchical tasks to decompose
tasks into multiple steps. However, manufacturing scenarios
necessitate optimal task sequencing. Directly generating al-
terations to these task sequences via LLM does not guarantee
an optimal outcome. Therefore, we employ LLM to modify
the task representation within the HTN, and subsequently, an
optimizer determines the optimal task schedule.

III. PROBLEM FORMULATION
Background: We use an HTN representation that accommo-
dates sequential, independent, and parallel task relationships
as formulated in [14]. The task network is instantiated with
the root node τroot representing the overall task set. The leaf

nodes τatomic are the atomic tasks that need to be executed
in the manufacturing task. Between τroot and τatomic are sub-
tasks, τsub, which serve to describe a relationship constraint
among child nodes. τsub sequential dictates that task child nodes
are executed sequentially from left to right. This mirrors the
ordering constraints commonly found in assembly processes.
τsub independent allows for individual execution of tasks with-
out any specific order. Lastly, τsub parallel allows agents to
perform tasks concurrently.

Furthermore, we define a resource model describing the
state of both the parts and agents within the cell. Each
task has agent and/or part requirements. These resources are
characterized by specific states, such as when an agent is
unavailable or a part is missing. We define contingency as
any alteration in resource model states and possible action-
level disruptions like motion execution contingencies.

Let H denote a Hierarchical Task Network and R represent
the associated resource model. We define a task planner,
O(H,R) which generates a sequence S of task agent allo-
cations A j ↔ τi . This assignment links a task τi ∈H to an
agent Ai ∈R. The outcome of this assignment has an associ-
ated total duration to complete all tasks, or makespan t. The
overarching goal is to construct a framework that addresses a
variety of contingencies, F, and generate a computationally
interpretable contingency handling procedure, α .
Problem Statement: Consider a scenario where F requires
modifications within a system. For example, F could result
in a change of H or state for R. These changes might arise
from the altered availability of an agent, Ai, a defect in a
specific part, P, or a failure in executing τatomic. To resolve
these disruptions, we need a contingency handling procedure,
α in order to return to normal operation. The new recovery
task set τα ∈ α is designed to revise H according to the
updated status of R and τi. When our system applies α to
our initial H, we get a new HTN, H′, resource model, R′, and
an adjusted task set, (τ,τα)∈ τ’. Then, O′(H′,R′) generates
a new task sequence with an associated makespan t ′.

We also consider tα
gen, the time required to generate α , and

tα
exec, the time needed to incorporate α by adjusting H such

that the new recovery tasks are attached to the best τsub.
Therefore, the efficacy of α depends tα = ∑duration(ταi)
which directly impacts the new total makespan t ′. The
objective of this work is to narrow the gap between t ′ and t
by generating a near-optimal α that balances efficiency and
effectiveness. In addition, we need to generate a α that leads
to minimizing both tα

exec and tα
gen.

Overview of Approach: We present a methodology that
employs a contingency manager to modify and supplement
tasks in the existing H. This system, illustrated in Figure
2, begins with an executor that directs robots to carry out a
predetermined task sequence, S.

During execution, disruptions from F can arise. If detected
by the manufacturing cell monitor, the contingency process
is initiated. We initially attempt to use LLM for new α

generation by using existing contingency handling proce-
dures as prompts, with the specifics detailed in Section V. A
human expert then reviews these edits for feasibility. Once



Fig. 2: Overview of the system architecture

validated, the edits are assimilated into the system and saved
in a handling procedure repository. The repository enhances
the predetermined handling procedure and the example set,
reducing future human interventions.

There are instances where the code-to-code LLM’s sug-
gested α might be infeasible. In these cases, we lean
on natural language instructions from human experts. The
language-to-code LLM then translates these instructions into
a computational α , avoiding the need for further program-
ming. Details of the system can be found in Section VI.
Also, integration of α into H using established procedures is
found in Section IV. After the integration, S′ is computed by
the task scheduler, aiming to minimize makespan, preserving
optimally while incorporating τi, with τα .

IV. REFORMULATING HTN AND INCORPORATING TASKS
TO RECOVER FROM CONTINGENCIES

We start with essential primitive to edit H and give the
LLM and humans a way to formulate α . We use these
class functions to enable the code-to-code LLM to define
α as discussed in Section V, as well as to make a fair
comparison of tα

gen between humans and LLMs. Let us
assume we have an optimal contingency handling procedure,
α . How our system generates α will be discussed in Section
V and VI. To incorporate α while minimizing tα

exec, we need
steps to restructure H so that α can be integrated with
other existing tasks. Our method identifies the least number
of the required disassembly tasks across multiple handling
procedures. Furthermore, our method determines α’s optimal
placement in H and identifies the best sequence of recovery
tasks. Further explanations are provided in Section IV-B.

A. Primitives to Define Recovery Tasks
In the AlterTree class, we define the following three prim-
itives to construct the expression α: add node(task parent,
task child, Agent), add agent model(Task, Agent, Duration),
set agent state(Agent, Availability). The first two primitives
enable users to add task nodes and associated agent-task
duration cost models to the task nodes. Additionally, we have
a function to set the agent’s operational state as available

Fig. 3: Step by step strategy for incorporating α into HTN.

or unavailable. Upon setting the agent state unavailable, the
program sets the tasks and their sequential dependencies
linked to inactive agents as infeasible. Subsequently, when
the solver generates a schedule, it will disregard those tasks,
allowing functioning agents to resume other tasks while
the assigned agents handle contingency. This function is
necessary because, in manufacturing assembly, it is common
for agents to become non-functional. Such situations can
cause an assembly cell to come to a standstill, leading
other functioning agents to be sidelined, extending t. For
example, suppose a robot specialized in screw-driving is
currently under maintenance. In that case, other agents can
still perform tasks like picking up and inserting other wheels
until the screw-driving robot is operational.

B. Incorporation of Recovery Tasks in HTN
Figure 3 illustrates the procedures for implementing these
steps. Before incorporating the α , the contingency manager
first splits the parent of the contingency task τF into 1)
the contingency operation, which includes the failed task
node and the corresponding recovery tasks and 2) the regular
operation which are the remaining tasks in τsub. It then
appends the failed task and its associated α to the created
τsub so that we allow the scheduler to incorporate recovery
tasks and contingency tasks.

Additionally, addressing a contingency may necessitate a
disassembly process. Therefore, the contingency manager
undertakes the following steps to generate the necessary
disassembly procedures for the malfunctioning component.



1) Check for tasks that have been completed. 2) Determine
which completed tasks are sequentially bound within the
HTN. 3) Invert the operation sequence to identify the coun-
terpart disassembly process.4) Add these disassembly pro-
cesses to the disassembly task in α . 5) Set these operations
incomplete to be redone after contingency is resolved so that
it is rescheduled in the new plan.

When multiple Fi occurs, and two or more contingencies
require a similar disassembly process, generating an efficient
contingency handling procedure becomes essential. Consider
a case in ATV assembly where an engine leak and a crack
in the outer main body frame coincide during assembly. A
naive approach might generate and schedule the two α se-
quentially. This approach may lead the system first to replace
the outer frame and disassemble the engine, leading to more
wasted time. In contrast, we design our system to prioritize
the engine recovery task by following the steps: 1) Determine
if there are redundant tasks in the set of contingency handling
procedures. 2) Examine the task sequence by first analyzing
which tasks are executed in the original H. 3)Eliminate the
disassembly tasks associated with later task assembly steps.

V. UTILIZING EXISTING CONTINGENCY HANDLING
PROCEDURES TO GENERATE NEW CONTINGENCY

HANDLING PROCEDURES

To reduce reliance on human experts, we generate α using
a code-to-code LLM (i.e., LLMs that can generate new code
based on the existing code) by providing the context to
formulate effective α . We employ the GPT 3.5 turbo as our
backbone architecture to generate the contingency handling
procedure α . We configure the GPT with the code for
three HTN primitives under the Pythonic class AlterTree, as
discussed in Section IV-A. We annotate each primitive with
comments describing its functionality. We further supplement
GPT with the current HTN’s tree data structure, failed task
and agent, details about the agents in the cell, and inherent
task constraints in the text. For instance, constraints like
”only human agents H1 and H2 and mobile platform agents
m1 and m2 can move” ensure that the handling procedure
excludes infeasible task assignments. We also feed the model
exemplary handling procedure set {α1,α2,α3...}. The system
architecture is given in Figure 4. The final input to GPT is a
contingency definition such as ”recovery screw not found”
structured as an empty function, prompting it to construct
the corresponding α for the specified F.

Figure 5 shows the example output for this approach.
In the example α , the LLM uses the HTN primitives by
referencing the comments and the functions within the
AlterTree class. This approach ensures that GPT applies
the correct syntax and function arguments to the new α .
It further references the specific information about the cell,
allowing it to assess the capabilities of agents and evaluate
the current status of the H. Moreover, it draws from the past
scenarios in the exemplary α , which informs the appropriate
recovery tasks for different contingencies. When presented
with an empty function, the model adeptly fills it in. An
example of this is the ’screw not found’ scenario. In this

Fig. 4: The system diagram provides a detailed view of the
prompting technique to generate a contingency handling procedure.

instance, the model modifies ’recovery engine not found’
to craft ’recovery screw not found,’ highlighting that both
tasks revolve around notifying the cell’s monitor to source
replacements for absent components.

Importantly, beyond the provided prompt, GPT leverages
its broad world knowledge and manufacturing data from its
pre-trained data set to devise tasks tailored for managing
particular contingencies. As showcased in Figure 5, there is
a nuanced distinction in its approach between the engine
and screw contingencies. While the contingency handling
procedure provided in the example for the engine missing
scenario directly notifies the absence, the screw missing situ-
ation triggers a more intricate process. Here, GPT introduces
two additional tasks to search for the screw and scan the
workspace for any missing screws. This capability emerges
from GPT’s understanding of screw-related textual informa-
tion and its inherent physical properties. Such knowledge
equips the model to grasp potential issues stemming from a
missing screw in the workspace. Drawing from real-world
contexts, an engine, being a more conspicuous component,
might not necessitate a workspace search when missing.
Usually, the appropriate response involves requesting the part
and then waiting for its arrival. Conversely, for a missing
screw, the model instructs the agent to scan the workspace to
determine if a stock of screws is available to refill the screw
feeder. Furthermore, GPT exhibits a capability for organizing
tasks. It automatically groups two atomic tasks of the same
parent task under a shared parent task.



Fig. 5: Example generation of contingency handling procedure
prompted in Figure 4

Fig. 6: For this module, human instruction in natural language is
added to convert it to program-level modification to HTN.

VI. TRANSLATING HUMAN EXPERT INSTRUCTIONS INTO
CONTINGENCY HANDLING PROCEDURES

When the method described in Section V fails to generate
α , we seek human help. The system architecture of our
implementation is depicted in Figure 6. As done in Section
V, we supply the GPT 3.5 turbo with a similar prompt. The
distinguishing factor is the final prompt: humans describe the
contingency handling procedure in natural language, which
the language-to-code LLM then translates into the executable
α .

Figure 7 presents a contingency handling procedure gener-
ated using the discussed method. As illustrated in Section V,
GPT derives insights from the primitives, cell information,
and example α . However, there is a notable difference in
its method for identifying node names. It leverages human-
provided natural language instructions to reconstruct α in
code format. A clear demonstration of this is the comparison
between task id, ”recovery move away”, and the directive
”r1 will slowly move away from the platform.”.

A closer examination of Figure 7 reveals GPT’s ability
to make inferences. It determines which agent undertakes
which tasks, even without explicit indications. For instance,
while the natural language refers to a ’human’ agent, GPT
translates it, adhering to the correct syntax, and uses the
identifier ”H.” As illustrated, all designated agents are cor-
rectly assigned to execute the recovery tasks, especially those
contending with the contingency, r1. Additionally, in the
absence of specific data on the duration of recovery tasks,

Fig. 7: Example conversion from natural language prompt in Figure
6 to code

Fig. 8: State of ATV assembly composed of 17 parts. Contingency
is detected in the 6th part of the assembly.

GPT references the HTN and example α to determine and
fill in the probable time steps needed.

VII. RESULTS
A. Testbed
We assess our method in the All-Terrain-Vehicle (ATV)
assembly cell producing one ATV. The t for initial task
allocation without contingency is 800 seconds. There are 17
assembly components in the overall cell. The cell comprises
12 stations, each tasked with affixing different parts to the
main chassis and one contingency cell for disassembly. The
contingency cell aims to dismantle essential components
within the assembly, allowing access to the faulty part.

Our HTN includes 24 agents, comprising eight humans,
15 robots, and a single mobile platform. Within this network,
there are 148 task nodes and 94 leaf nodes. We classify
contingencies into five distinct groups: agent-related, task-
specific, motion planning, part-specific, and miscellaneous.
For each category, we present ten scenarios, serving as test
cases to evaluate the efficacy of our proposed approach.

B. Large Language Model for Adaptive Contingency Han-
dling Procedures

We compare our method with a benchmark that directly
generates tree data structure in Python dictionary format.
During our experiment, we maintain consistency between
the two prompting techniques, ensuring they share the same
context regarding the cell and the HTN. We initially provide
the same set of exemplary α for nine identical contingencies
but presented in two distinct formats.

Figure 9 shows differences in success rates between the
two methods. As detailed in Section VII-A, we produce α

for ten distinct contingencies in each category. Our evaluation
metric defines success based on the accuracy and executabil-
ity of the generated α . Any procedure that cannot be utilized
or executed is deemed unsuccessful. We then calculate the
success rate as a percentage.

From the comparison, we identified that generating raw
tree data structure is more prone to making syntactical errors
because the data structure is structurally more complex with



various parenthesis and spaces, which often leads to a more
complicated interpretation of the context of the assembly cell,
thereby reducing the likelihood of producing executable α .

Fig. 9: Figure illustrates a comparison of success rates in generating
handling procedures between two methods. It provides a summary
of their relative efficacy, highlighting differences in their ability to
create actionable and accurate recovery tasks.

C. Contingency Handling Procedure Generation Time
Comparison

We benchmark our approach against the traditional method
where α is formulated through manual programming by
humans. We assume that human starts from the skeleton code
and tries to minimize tα

gen. If the code-to-code LLM generates
an infeasible task, we introduce humans to provide natural
language instruction to devise α as discussed in Section VI
and add it to the delay introduced.

Table I shows the comparative analysis of tα
gen between

LLM generated and the benchmark. Our method had a
distinct advantage in addressing the first four types of con-
tingencies. There was a minimal difference in miscellaneous
contingencies because LLM, in this context faced challenges
in generating an accurate α on its initial attempt.

This observation aligns with our findings from Section
VII-B. Miscellaneous contingencies generally had the lowest
success rates due to their inherent uncertainties and the wide
range of contexts. However, our method still showed some
advantages even for those contingencies that required human
intervention because, when the LLM relied on expert natural
language instructions, it was generally more accessible for
experts to articulate contingency handling tasks in natural
language. Humans typically took longer in programming
handling procedures, resulting in comparable tα

gen.

Introduced tαgen compared to t
Category Human generated LLM Generated
Agent +0.10t ±0.03t +0.01t ±0.01t
Task +0.10t ±0.03t +0.02t ±0.03t
Motion +0.12t ±0.03t +0.03t ±0.04t
Part +0.12t ±0.03t +0.03t ±0.03t
Miscellaneous +0.08t ±0.02t +0.05t ±0.04t

TABLE I: Our analysis shows variability in tα
gen, which stems from

the differences between simple and complex contingencies. This
observation holds regardless of the method.

D. Makespan Improvement Analysis
Figure 10 compares t ′ between human-generated α and our
method. The new makespan comprises tα

gen and the execution

Fig. 10: The figure illustrates the disparity in makespan between the
conventional human-programmed approach and the LLM method.
A lognormal distribution is employed to account for potential
delays—up to a maximum of 10 minutes—owing to the availability
of human programmers.

time of the recovery tasks. Consistent with our earlier results,
the miscellaneous contingency category exhibits a minimal
difference in makespan between the two approaches and
heightened makespan because of the considerable delay time
in tα

gen, coupled with idle time stemming from unanticipated
circumstances. Furthermore, we incorporate delay models
to account for the time required for programmers to be
available, assuming a maximum delay of 10 minutes.

The makespan differences are narrower for part con-
tingencies, mainly due to the consistent waiting time for
replacement parts, irrespective of the method used. However,
our method significantly reduces the makespan for other
types of contingencies because our handling procedures often
sidestep the need for human intervention, leveraging agent-
level actions like ”retreat” and ”re-plan.”

E. Case Study for Complex Contingency Recovery
Figure 8 b) depicts a state of ATV during contingency within
an ATV assembly. As the upper cover assembly progresses,
an agent detects a defective engine and notifies the cell
monitor. The contingency handling procedure generated by
the LLM described in Section V includes 11 nodes: three
parent nodes, five undo tasks, and three re-do tasks. Utilizing
the generated α , the total time to complete the assembly
amounted to 915 seconds, resulting in a 14% increase from
the nominal makespan. If we were to wait for a human to
modify the HTN, then this time would be a lot longer.

VIII. CONCLUSIONS
We have demonstrated that contingency handling procedures
can be automatically generated using LLMs, drawing infor-
mation from procedures for similar contingencies. LLMs also
efficiently translate human instructions in natural language
into contingency handling procedures. LLMs encapsulate a
common understanding of assembly parts and tasks, enabling
them to fill in missing information and establish sequencing
constraints. Upon formulating the contingency procedure, the
LLM modifies the task representation. This modification in
representation space ensures that when the task scheduler
sequences tasks, it addresses the issue and maintains se-
quence optimality. As a future direction, we aim to delve into
prompt efficiency, exploring the minimal prompts necessary
for LLMs to yield comparable results.
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